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Structured Programming

Programs written using few constructs
[Zhang’04, Bohm’66, Williams'77]

— Sequence of statements
— If then else blocks
— While/for Loops

— Case statement (?) [Dijkstra’72, Moretti’01]



Why Structured Programming?

e Ease of program readability and maintenance

e “Structured” CFGs, which were assumed to form
from structured programs, are easier to analyze

e Structured CFGs are “composed” of base patterns

Sequence Selection Loop




Why Structured CFGs?

Are never irreducible

— Compilers often don’t optimize irreducible
loops

Analysis is easy (and fast) — all loops are
canonical

Lower the penalty of divergent execution
on SIMD units

Decompilation is easy and always
possible

— Java bytecode with irreducibility cannot be
decompiled (Java does not support gotos)




Issues

e Structured programs can be easily identified

* Not the case for structured CFGs
— Base patterns fail to “decompose” large CFGs
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 Compiler front-ends can turn structured programs into
“unstructured CFGs”

* Compiler optimizations cause unstructuring: e.g. jump
threading, tail call elimination, short-circuit
optimization etc.



Issues

 Abundant literature refers to structured CFGs, without
defining them

geta of all previous branches, For local, struc-

Kennedy et. al ‘83
tured branches, branch flags simplify out very S

gram, such as loops and conditionals |6, 8, 9]. A structured
control-flow graph 1s a graph that can be decomposed into
subgraphs that represent control structures of a high-level
language, with a single entry point and a single exit point
per subgraph. In most cases, the use of Goto statements

Moretti et. al ‘01

Tse‘87
I 1S sai nst d if ¢ if 1 ains multiple iteration exits multi
A module 1s said to be unstructured if and only if it contains multiple iteration exits and/or multiple

entries. definitions and a basic EEH‘UHE[I‘}’ are given. The methods for

converting branches into block structured control state- Zhang et. al‘04
ments are developed m Section 3. Here, program transfor-

statement. Given a source program with go tn’s,_can we pmi:luce an equiu-élent Ramshaw ’83
target program that renounces go to’s in favor of more structured control con-
structs? The first step in tackling this question is to settle the ground rules: What 6



The linear scan algorithm does not operate on a structured con- Wimmer et. al ‘10
trol flow graph, but on a linear list of blocks. The block order has a

tures. In this section, we show how loaps can be recovered from unstructured

L A ) Kalvala et. al ‘09
graphs, and we define the macro loop which 15 used extensively m our specifi-

Chur concrets coninbutions are: The analyss can directly be
performed on arbibranly strctured and mmutabls contrel- — Kleinsorge et. al ‘13
flow graphs. The computational modal = non-recursive with

10.9 DATA-FLOW ANALYSIS OF STRUCTURED FLOW GRAPHS

Gotoless programs have reducible flow graphs; so do programs encouraged by
several programming methodologies. Several studies of large classes of pro-
grams have revealed that virwally all programs wristen by peopie have flow
graphs that are reducible.'® This observation is relevant for optimization pur-
poses because we can find optimization algorithms that run significantly faster
on reducible flow graphs. In this section we discuss a variety of flow-graph
concepts, such as “‘interval analysis,” that are primarily relevant to structured
flow graphs. In essence, we shall apply the syntax-directed techmiques
developed in Section 10.5 to the more general setting where the syntax doesn’t
necessarily provide the structure, but the tlow graph does.

Aho et. al ‘86

Compilers work on CFGs, and not source codes.
We need formalized way to detect CFG structuredness!



Single-entry-single-exit (SESE) Regions

The region between two nodes (edges) A and °
B is said to be SESE if

— A dominates B, and e
— B post-dominates A, and B
— Every cycle containing A also contains B and

vice versa. D

A single node (edge) is always an SESE region. e

Aren’t SESE — regions between (B—E), (A —F)
Are SESE — regions between (A - G), (C—F)



Formalizations

Maximum in/out degree is 2
Condition node: node with two out-edges

Structured selection condition node : A
condition node N where

— For any path from N to its IPDOM, the region
between the first and last edges is SESE.

— the region between the N and its IPDOM is SESE
and is called selection bodly.

Structured loop condition node : A condition
node N where

— there exists an SESE region between one of its out-
edges and in-edges.

— This SESE region is called the loop bodly.

Unstructured condition node : All other
condition nodes

SESE

SESE

SESE




Formalizations — Base Patterns

* Sequence : Two nodes, A and B, along
with an edge A - B form a sequence if °

— B is the only successor of A, and
— Ais the only predecessor of B e

 Selection : Contains a structured
selection condition node, its IPDOM, 0

and the selection body OR
— The selection body must have at least
one node, and e e e

— any path from the selection condition Q
node to the IPDOM can have at most
one node.

* Loop : Contains a structured loop o
condition node, the loop body, and the OR
entry and exit edges of the loop body
— The loop body can contain at most one G
node.




Formalization — Detecting
Structuredness

* Folding

— conceptual process of
replacing a base structured

pattern with a single node in C_AB D
the CFG.
* |f repeated folding yields O l
single node =2 CFG is (_AB )

structured @@
Cracoeran > 4




Better SIMD Execution
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Conclusion and Future Work

e We have formalized the notion of “structured
CFGs” and have presented a mechanism to
detect them

What’s next:

* Current unstructured-to-structured converters
can lead to exponential code blowup

* Desigh a mechanism to avoid it
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