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Structured Programming 

Programs written using few constructs 
[Zhang’04, Bohm’66, Williams’77] 

 

– Sequence of statements 

– If then else blocks 

– While/for Loops 

 

– Case statement (?) [Dijkstra’72, Moretti’01] 

 
2 



Why Structured Programming? 
• Ease of program readability and maintenance 

• “Structured” CFGs, which were assumed to form 
from structured programs, are easier to analyze 

• Structured CFGs are “composed” of base patterns 
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Why Structured CFGs? 

• Are never irreducible 
– Compilers often don’t optimize irreducible 

loops 

• Analysis is easy (and fast) – all loops are 
canonical 

• Lower the penalty of divergent execution 
on SIMD units 

• Decompilation is easy and always 
possible 
– Java bytecode with irreducibility cannot be 

decompiled (Java does not support gotos) 
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Issues 
• Structured programs can be easily identified 
• Not the case for structured CFGs 

– Base patterns fail to “decompose” large CFGs 

 
 
 
 
 
 
• Compiler front-ends can turn structured programs into 

“unstructured CFGs” 
• Compiler optimizations cause unstructuring: e.g. jump 

threading, tail call elimination, short-circuit 
optimization etc. 
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Issues 
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Moretti et. al ‘01 

Kennedy et. al ‘83 

Tse‘87 

Zhang et. al‘04 

• Abundant literature refers to structured CFGs, without 
defining them 

 

Ramshaw ’83 
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Aho et. al ‘86 

Kalvala et. al ‘09 

Kleinsorge et. al ‘13 

Wimmer et. al ‘10 

Compilers work on CFGs, and not source codes.   
We need formalized way to detect CFG structuredness! 



Single-entry-single-exit (SESE) Regions 

The region between two nodes (edges) A and 
B is said to be SESE if  

– A dominates B, and 

– B post-dominates A, and 

– Every cycle containing A also contains B and 
vice versa. 

 

A single node (edge) is always an SESE region. 

 

Aren’t SESE – regions between (B – E), (A – F) 

Are SESE – regions between (A – G), (C – F) 
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Formalizations 
Maximum in/out degree is 2 
Condition node: node with two out-edges  
 
• Structured selection condition node : A 

condition node N where  
– For any path from N to its IPDOM, the region 

between the first and last edges is SESE.  
– the region between the N and its IPDOM is SESE 

and is called selection body. 

 
• Structured loop condition node : A condition 

node N where  
– there exists an SESE region between one of its out-

edges and in-edges.  
– This SESE region is called the loop body. 

 
• Unstructured condition node : All other 

condition nodes 
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Formalizations – Base Patterns 
• Sequence : Two nodes, A and B, along 

with an edge A  B form a sequence if  
– B is the only successor of A, and  
– A is the only predecessor of B 
 
 

• Selection : Contains a structured 
selection condition node, its IPDOM, 
and the selection body 
– The selection body must have at least 

one node, and  
– any path from the selection condition 

node to the IPDOM can have at most 
one node. 

 

• Loop : Contains a structured loop 
condition node, the loop body, and the 
entry and exit edges of the loop body 
– The loop body can contain at most one 

node. 
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Formalization – Detecting 
Structuredness 

• Folding  

– conceptual process of 
replacing a base structured 
pattern with a single node in 
the CFG.  

 

• If repeated folding yields 
single node  CFG is 
structured 
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Better SIMD Execution 
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Conclusion and Future Work 

• We have formalized the notion of “structured 
CFGs” and have presented a mechanism to 
detect them 

 

What’s next: 

• Current unstructured-to-structured converters 
can lead to exponential code blowup 

• Design a mechanism to avoid it 
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